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Introduction
Diabetes mellitus (DM) is one of the most common non-
communicable diseases globally. It is a chronic metabolic 
disorder characterized by hyperglycemia, either because 
the body does not produce enough insulin, or because cells 

do not respond to the insulin that is produced. Diabetes 
is a global endemic with rapidly increasing prevalence in 
both developing and developed countries. According, to 
the 2014 release of the American Diabetes Association 
(ADA), as of 2012, 29.1 million Americans, or 9.3% of 

Komal Goel1* ID , Gurprit Grover2, Ankita Sharma1, Sejong Bae3

1Department of Statistics and, Faculty of Mathematical Sciences, University of Delhi, India 
2Department of Statistics, Faculty of Mathematical Sciences, University of Delhi, India
3Division of Preventive Medicine, University Alabama School of Medicine, Alabama, USA

Implication for health policy/practice/research/medical education:
Once the patient enters the diabetic state (HbA1c>6.4%), the chances of getting back to normal or pre-diabetic state are very 
small.
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Introduction: Type 2 diabetes is a common non-communicable disease, especially in developing 
countries like India, posing a huge economic burden on the family and nation as a whole. It is a chronic 
metabolic disorder in which prevalence has been increasing steadily all over the world. In studies of many 
chronic medical conditions, the health status of a patient may be characterized using a finite number 
of disease states. The multi-state Markov model is a useful way to describe states of a disease over time. 
In this research article, we have illustrated the usefulness of multistate Markov models in the analysis 
of follow-up of diabetes. The valuable information provided by the hemoglobin A1c (HbA1c) test has 
rendered it as a reliable biomarker for the diagnosis and prognosis of diabetes. 
Objectives: The main purpose of this study is to assess the importance and significance of HbA1c as a 
useful disease marker for type 2 diabetes by using a three-state Markov model.
Patients and Methods: A total of 246 type 2 diabetic patients were included in this study. These patients 
are classified in different states on the basis of their available baseline value of HbA1c. HbA1c repeated 
after every 1 year for consecutive four years. Based on ranges of HbA1c, three transient states (4 ≤ HbA1C 
≤ 5.6, 5.7 ≤ HbA1C ≤ 6.4 and HbA1C ≥ 6.5%) have been defined. Additionally, transition intensities, 
transition probabilities, mean sojourn time in each state and also expected state specific survival time 
have been assessed. All the statistical analysis has been performed using the msm package in R software.
Results: The mean age of patients at diagnosis was 26.12 years (SD=7.60), ranging from 10 to 49 years. 
The estimates of transition intensities reveal that a patient in state 1 is 16.4 (0.82/0.05) times more likely 
to move to state 2 than to move to diabetic state. Similarly, a patient in pre-diabetic is 7.5 (2.34/0.31) times 
more likely to move to diabetic state as compared to normal state. Additionally, once a patient is in a 
diabetic state there is 79% chances of remaining in a diabetic state as compared to 4% and 17% of moving 
to normal or pre-diabetic state, this implies that a patient who once in the diabetic state is difficult to 
move to a normal or pre-diabetic state.
Conclusion: The estimated total length of time spent in each state is forecasted to be four months 
in normal state, five months in pre-diabetic state and 39 months in diabetic state. Hence, it has been 
concluded that, once the patient enters the diabetic state (HbA1c>6.4), the chances of getting back to 
normal or pre-diabetic state are very small.
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the total US population, had diabetes. The worldwide 
prevalence of diabetes in 2000 was approximately 2.8% 
and is estimated to grow to 4.4% by 2030 (1). Basically, 
diabetes is a group of metabolic disorders in which there 
are high blood sugar levels over a prolonged period. 
Symptoms of high blood sugar include frequent urination, 
increased thirst, and increased hunger. It can cause many 
complications, if left untreated. Of all the cases of DM, 
almost 90% are of type 2 DM (T2DM) and rest being 
type 1 DM (T1DM). T1DM accounts for only about 5%-
10% of all cases of diabetes. T2DM is a common non-
communicable disease, especially in developing countries 
like India, posing a huge economic burden on the family 
and nation as a whole. It is a chronic metabolic disorder 
in which prevalence has been increasing steadily all over 
the world. As a result of this trend, it is fast becoming 
an epidemic in some countries of the world with the 
number of people affected expected to double in the next 
decade due to increase in ageing population, thereby 
adding to the already existing burden for healthcare 
providers, especially in poorly developed countries (2). 
Worldwide the prevalence of T2DM has been rising, 
and more than 180 million people are affected globally. 
The noteworthy fact is that epidemics of DM have taken 
place in developing countries (3). It is predicted that the 
prevalence of DM in adults of which T2DM is becoming 
prominent will increase in the next two decades and 
much of the increase will occur in developing countries 
where the majority of patients are aged between 45 and 
64 years. The major global diabetic load occurs in India 
and China, where more than 75% of diabetic subjects will 
live by the year 2025 (4) and by then every fifth diabetic 
subjects in the world would be an Indian (5). People 
living with T2DM are more vulnerable to various forms 
of both short- and long-term complications, which often 
lead to their premature death. This tendency of increased 
morbidity and mortality is seen in patients with T2DM 
because of the commonness of this T2DM, its insidious 
onset and late recognition.

Ever since diabetes was recognized, plasma glucose 
became the criteria for the diagnosis of diabetes. It was 
either the fasting plasma glucose (FPG), or the 2-hour 
value in the 75-g oral glucose tolerance test (OGTT). 
Gradually, HbA1c came into the picture and its 
potentiality was recognized by WHO in 1985 in diabetic 
management and sugar monitoring. However, in 2009, 
when an International Expert Committee that included 
representatives of the ADA, the International Diabetes 
Federation (IDF), and the European Association for the 
Study of Diabetes (EASD) recommended the use of the 
A1c test to diagnose diabetes, with a threshold of ≥6.5%. 
All the three parameters possess their own characteristic 
pros and cons regarding their utility for diagnosis of 
diabetes. Glycated hemoglobin is noteworthy because it 
can be used for both diagnosis of T2DM (bearing some 
exception), as well as in prognosis. This article tries to 

discuss the significance of glycated hemoglobin (HbA1c) 
as a disease marker in the diagnosis of diabetes using 
multistate Markov models. Glycated hemoglobin gives an 
estimate of long-term average glycemic status. It is used 
routinely to assess glycemic control in diabetics to attain 
treatment goals and prevent long term complications. 
Its recommendation for diagnosis of DM has evoked 
mixed response worldwide. ADA has recommended that 
HbA1c is a possible substitute to fasting blood glucose for 
diagnosis of diabetes. The valuable information provided 
by a single HbA1c test has rendered it as a reliable 
biomarker for the diagnosis and prognosis of diabetes. It 
is an important indicator of long-term glycemic control 
with the ability to reflect the cumulative glycemic history 
of the preceding 2 to 3 months.

Historically, HbA1c was first isolated by (6) in 1958 
and characterized by (7) in 1968, as a glycoprotein. The 
elevated levels of HbA1c in diabetic patients were reported 
by (8) in 1969. Bunn et al (9) identified the pathway 
leading to the formation of HbA1c in 1975. Sherwani et 
al (10) concluded HbA1c as a reliable biomarker for the 
diagnosis and prognosis of diabetes.

In studies of many chronic medical conditions, the 
health status of a patient may be characterized using a finite 
number of disease states. When patients are observed over 
time, the dynamic nature of the disease process may then 
be examined by modeling the rates at which patients make 
transitions among these states. A wide range of situations 
like, HIV/AIDS (11-14), breast cancer (15,16), dementia 
(17), diabetic retinopathy (18,19), and liver cirrhosis 
(20,21) had presented the use of multistate Markov models 
to assess the dependence of risk of death on marker level or 
disease state. Marshall et al (18) discussed the application 
of a multi-state model (MSM) to diabetic retinopathy 
under the assumption that a continuous time Markov 
process determines the transition times between disease 
stages (18). Begun et al (22) has developed a nine-state 
continuous-time Markov chain model for quantifying 
disease progression and the time-dependent influence 
of relevant risk factors for diabetic foot patients and then 
tested this model on real world data. To the best of our 
knowledge, no study has been conducted for evaluating 
the disease progression of type 2 diabetes using HbA1c as 
a disease marker in multistate Markov model.

Objectives
In this research article, we have tried to develop a three 
state Markov model based on the ranges of glycated 
hemoglobin (HbA1c) for predicting the disease 
progression of type 2 diabetic patients. Additionally, the 
estimates of the transition intensities and probabilities 
between various states have been obtained.

Patients and Methods 
Study design
The study population includes all type 2 diabetic cancer 
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patients of Young Diabetes Registry (YDR) of the All 
India Institute of Medical sciences (AIIMS). This registry 
recruited all cases of diabetes reporting on/after January 
1, 2000, with the age equal to or less than 25 years at the 
time of diagnosis of diabetes (defined as FPG ≥126 mg/
dL and/or 2 hours post-load plasma glucose ≥200 mg/dL) 
and residing within the assigned geographical area. Both 
previously treated and untreated cases were included. Data 
from the period 2000-2006 were collected retrospectively 
in a structured format from medical records. The follow-
up data of individuals registered in YDR was captured 
annually using an annual follow-up proforma. The 
information on demographic, socioeconomic, clinical, 
and phenotypic profile of participants at registration and 
follow-up were recorded. Anthropometric measurements 
were done at the respective reporting centers using 
standardized instruments. 

Multi-state Markov model
MSM is a model for a continuous time stochastic process 
allowing individuals to move among a finite number 
of states. In this analysis, the three states of disease 
progression of diabetic patients are defined based on 
the established ranges of HbA1c. The three reversible 
transient states are defined as follows; state 1; 4 ≤ HbA1C 
≤ 5.6%, state 2; 5.7 ≤ HbA1C ≤ 6.4%; and state 3; HbA1C 
≥ 6.5%. The schematic representation of the proposed 
model is shown in Figure 1. The possible transitions along 
with intensities have been illustrated in the diagram.

More formally, let us suppose that there are n diabetic 
patients under study, and a patient may move in the three 
state Markov model with discrete state space S={1,2,3}, 
where 1, 2 and 3 are the transient states. If X(t)= r be the 
state of a patient at any time t, then the intensity with 
which the patient moves to state s during the interval (t, 
t+∆t) is defined as
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 Figure1. Schematic representation of three states Markov model. 
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The transition intensity matrix, defined as P= (λrs)3×3, 
has the following properties: 

(i) 0 for all r,λ
∈

=∑ rs
s S

(ii)  for all r.λ λ
≠

= −∑rr rs
r s

Where, λis’s are the transition intensities, and the 
corresponding 3-states transition probability matrix can 
be defined as:
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Where P11, P12, P13, P21, P22, P23, P31, P32 and P33 are the 
illness transition probabilities which can be calculated as:

P11(0,t) = Pr. [that an individual in state 1 at time 0 will be 
in same state at time t]
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The detailed mathematical derivation and maximum likelihood estimation procedure has been 

given (23,24).  The illness transition probabilities are estimated using the msm package in R 

software. 

Ethical issues 

The research followed the tenets of the Declaration of Helsinki. This study was conducted as a part 

of the Ph.D. thesis of Ankita Sharma under the supervision of Prof. Gurprit Grover in Department 

of Statistics, University of Delhi. 

Statistical analysis 

Data on biochemical parameters were taken from the medical records. All the statistical analysis 

has been performed using the msm package in R software (25). 

Results 

The study population includes 246 type 2 diabetic patients, who were diagnosed during January 

2000 to December 2011. The mean age of patients at diagnosis was 26.12 years (SD=7.60), ranging 

from 10 to 49 years. The characteristics of important demographic and clinical factors are 

summarized in Table 1.  

 

Table 1. Demographic and clinical characteristics of type 2 diabetic patients. 
 

Variable  Mean Std. Dev. Min Max 
Age(years) 26.12 7.60 10 49 
Diabetes duration(months) 56.75 80.69 0 428 
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December 2011. The mean age of patients at diagnosis 
was 26.12 years (SD=7.60), ranging from 10 to 49 years. 
The characteristics of important demographic and clinical 
factors are summarized in Table 1.

Table 2 shows that the observed transitions between 
states (rows to column) during the follow up visits. There 
are 5 transitions from normal to diabetic state and 14 
transitions from pre-diabetic to diabetic. Initially, the 
Markov model without covariate has been used to study 
the overall disease progression. The estimates of transition 
intensities (λij) with 95% CI are presented in Table 3. It 
reveals that a patient in state 1 is 16.4 (0.82/0.05) times 
more likely to move to state 2 than to move to diabetic 
state. Similarly, a patient in pre-diabetic is 7.5 (2.34/0.31) 

Table 1. Demographic and clinical characteristics of type 2 diabetic 
patients

Variable Mean SD Min-Max
Age (y) 26.12 7.60 10-49
Diabetes duration (mon) 56.75 80.69 0-428
Post prandial plasma 
glucose (mg/dl) 325.49 101.53 142-545

Height (m) 1.62 0.09 1.32-1.85
Weight (kg) 58.50 24.59 4-116.7
Birth weight (kg) 2.67 1.15 2-4
Body mass index (kg/m2) 22.92 8.42 2.2-41.86
Fasting blood glucose (mg/
dL) 233.16 74.67 95-455

No.  (%)    
Gender     

Male 112  (45.53)    
Female 134  (54.47)    

Economic status     
Low 6 (3.43)    
Medium 156 (89.14)    
High 13 (7.43)    

 Yes No   
Osmotic 28 (11.67) 212 (88.33)   
Ketosis 1 (0.43) 230 (99.57)   
Weight loss 30 (12.99) 201 (87.01)   
Incidental diabetes 49 (21.21) 182 (78.79)   
Previous hospitalization 182 (73.98) 64 (26.02)   
Hypoglycemia 5 (2.03) 241 (97.97)   
Sepsis 3 (1.22) 243 (98.78)   
Diabetic ketoacidosis 111 (45.12) 135 (54.88)   
Any other cause of 
hospitalization 56 (22.76) 190 (77.24)   

Regular insulin 202 (85.23) 35 (14.77)   
Intermediate insulin 212 (90.60) 22 (9.40)   
Long acting analogue 226 (97.84) 5 (2.16)   
Premixed insulin 187 (79.91) 47 (20.09)   
Short acting analogue 231 (100) 0 (0.00)   
Premixed Analogue 218 (94.37) 13 (5.63)   
Oral anti-diabetics 206 (86.19) 33 (13.81)   
Insulin regimen   

Thrice a day 7 (7)   
Once a day 22 (22)   
Twice a day 68 (68)   
Multi-dose 3 (3)   
Pump 0   
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times more likely to move to diabetic state as compared to 
normal state. 

The estimated transitions probabilities for one year are 
presented in Table 4. It can be seen from Table 4 that a 
patient in normal state has a 46% chances of remaining in 
the same state as compared to 21% and 33% of moving to 
state 2 and to state 3, respectively after a follow-up of one 
year. Similarly, a patient in pre-diabetic has 22% chances 
of remaining in the same state than 9% and 69% of moving 
to state 1 and state 3 respectively at end of one year. 
Additionally, once a patient is in a diabetic state there is a 
79% chances of remaining in a diabetic state as compared 
to 4% and 17% of moving to normal or pre-diabetic state, 
this implies that a patient who once in the diabetes state is 
difficult to move to a normal or pre-diabetic state.

Table 5 presents the estimates of transition probabilities 
for a total follow-up period of 4 years which shows a 
significant reduction as compared to the entries of Table 
4. After 4 years the chances of moving to a diabetic state 
from a normal or pre-diabetic state has increased to 73% 
as compared to 33% and 69% after one year follow-up.

Table 6 presents the mean sojourn times which describe 
the average period in a single stay in a state before moving 
to another  state, which is found to be 1.14 (95% CI: 0.43, 
2.99) for state 1, 0.4 (95% CI: 0.15, 0.94) for state 2 and 
1.65 (95% CI: 0.62,4.36) for state 3. The estimated total 
length of time spent in each state is forecasted to be 4 
months in normal state, 5 months in pre-diabetic state and 
39 months in diabetic state implies that once a patient has 
diabetes, it is difficult to move to normal or pre-diabetic 
state.

Discussion
Diabetes is a global endemic with rapidly increasing 
prevalence in both developing and developed countries. 

Table 2. Number of observed transitions between states (rows to 
columns)

States Normal 
(State 1)

Pre-diabetic 
(State 2)

Diabetic 
(State 3)

Normal (State 1) 4 (44.44) 3 (33.33) 2 (22.22)

Pre-diabetic (State 2) 2 (10.53) 3 (15.78) 14 (73.68)

Diabetic (State 3) 3 (3.89) 15 (19.48) 59 (76.62)

Table 4. Estimated 1-year transition probabilities 

States Normal 
(State 1)

Pre-diabetic 
(State 2)

Diabetic 
(State 3)

Normal (State 1) 0.46 0.21 0.33

Pre-diabetic (State 2) 0.09 0.22 0.69

Diabetic (State 3) 0.04 0.17 0.79

Table 5. Estimated 4-year transition probabilities 

States Normal 
(State 1)

Pre-diabetic 
(State 2)

Diabetic 
(State 3)

Normal (State 1) 0.11 0.19 0.70

Pre-diabetic (State 2) 0.08 0.20 0.73

Diabetic (State 3) 0.08 0.19 0.75

Table 3. Number of observed transitions between states (rows to 
columns)

States Normal (State 1) Pre-diabetic 
(State 2)

Diabetic 
(State 3)

Normal 
(State 1)

-0.88 (-2.3,-0.33) 0.82 (0.27,2.45) 0.05 (0.03,8.82)

Pre-diabetic 
(State 2)

0.31 (0.05,1.96) -2.66 (-0.65,1.06) 2.34 (0.88,6.23)

Diabetic 
(State 3)

0.02 (0.00,12.55) 0.59 (0.21,1.68) -0.61 (-0.16,-0.22)
Table 6. Mean sojourn times with 95% confidence interval

States Estimates SE 95% CI

Normal (State 1) 1.14 0.56 0.43 2.99

Pre-diabetic (State 2) 0.38 0.17 0.15 0.94

Diabetic (State 3) 1.65 0.82 0.62 4.36

The valuable information provided by a single HbA1c test 
has rendered it as a reliable biomarker for the diagnosis and 
prognosis of diabetes. Glycosylated hemoglobin provides 
a reliable measure of chronic glycemia and correlates well 
with the risk of long-term diabetes complications, so that 
it is currently considered the test of choice for monitoring 
and chronic management of dia betes. Over the last four 
decades HbA1c has become a very important part of 
both diagnosis and treatment of diabetes. To add to this, 
there is no nationwide study published on modeling 
HbA1c as a disease marker for type 2 diabetic patients 
using a multistate Markov model. This research work is 
one of the very few studies that analyze the importance 
and significance of HbA1c as a useful disease marker for 
diabetes. By exploiting the properties of Markov models, 
we have illustrated the usefulness of a multi stage illness 
model in the analysis of follow-up studies of diabetes. 
The main purpose of this study is to assess the impact 
of HbA1c (glycosylated hemoglobin) as a useful disease 
marker by using a multistate Markov model to estimate 
transition intensities and transition probabilities among 
various states (transient) of the diabetic patients. In this 
study, 246 type 2 diabetic patients were observed at the 
end of year one and tracked at the end of year four. We 
have implemented methods introduced by (23) that allow 
quite general models to be fitted. Various intensities and 
their corresponding transition probabilities have been 
computed for all three stages. These results have been 
obtained in the absence of covariates. The Markov model 
proposed for this study is a three-state model (normal, 
pre-diabetic and diabetic).
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As discussed in the results section the significant 
findings of our analysis are that during the follow up 
period of 4 years (48 months) the total estimated stay 
time for patients is found to be 4 months in normal state, 
5 months in pre-diabetic state and 39 months in diabetic 
state respectively. Hence, it has been concluded that, once 
the patient enters the diabetic state (HbA1c >6.4 %), the 
chances of getting back to normal or pre-diabetic state are 
very small.

The results of the multistate Markov model have 
confirmed much of what is known about the natural 
course and the factors affecting the progression of 
diabetes. Using this type of multistate model helped us to 
learn more about the various factors affecting the disease 
process over time.

Conclusion
In this study, we concluded that, once the patient enters 
the diabetic state (HbA1c >6.4%), the chances of getting 
back to normal or pre-diabetic state are very small.

Study limitations
The small sample size and the short follow-up period 
are the two limitations of this study that must be 
acknowledged.
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